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Scientific research progresses along planned (programmatic research) and unplanned (dis-
covery research) paths. In the current investigation, we attempted to conduct a single-
case evaluation of the overjustification effect (i.e., programmatic research). Results of the
initial analysis were contrary to the overjustification hypothesis in that removal of the
reward contingency produced an increase in responding. Based on this unexpected find-
ing, we conducted subsequent analyses to further evaluate the mechanisms underlying
these results (i.e., discovery research). Results of the additional analyses suggested that the
reward contingency functioned as punishment (because the participant preferred the task
to the rewards) and that withdrawal of the contingency produced punishment contrast.

DESCRIPTORS: autism, behavioral contrast, discovery research, overjustification,
punishment

Progress in scientific research often ad-
vances on two different paths. Sometimes a
researcher follows a planned line of research
in which specific hypotheses are tested (re-
ferred to as programmatic research; Mace,
1994). At other times, unplanned events or
serendipitous findings occur that are inter-
esting or noteworthy and that lead the re-
searcher in a previously unforeseen direction
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(referred to as discovery research; Skinner,
1956). The current investigation started as a
planned within-subject analysis of the phe-
nomenon referred to as the overjustification
effect (programmatic research), but when the
results were in direct opposition to the ov-
erjustification hypothesis, we undertook a
different set of analyses in an attempt to un-
derstand this serendipitous finding (discov-
ery research). In the remainder of the intro-
duction, we review the relevant literature
that led to our initial analysis of the over-
justification effect and then review studies
relevant to discovery research.

The overjustification hypothesis, which is
an often-cited criticism of reward-based pro-
grams, states that the delivery of extrinsic
rewards decreases an individual’s intrinsic in-
terest in the behavior that produced the re-



36 HENRY S. ROANE et al.

wards (Greene & Lepper, 1974). For exam-
ple, an individual may play guitar simply be-
cause it is a preferred activity. If the individ-
ual is subsequently paid for playing the
guitar, the overjustification hypothesis pre-
dicts that guitar playing will decrease when
payment is no longer received. From a gen-
eral cognitive perspective, the use of the ex-
ternal reward may devalue the intrinsic in-
terest in the behavior in that the individual
changes the concept of why he or she is en-
gaging in the response and interprets the be-
havior as ‘‘work’’ rather than ‘‘pleasure’’ (see
Deci, 1971, for a more detailed discussion
of this interpretation).

It should be noted that the overjustifica-
tion hypothesis does not predict what effect
the use of rewards will have on the target
response (i.e., whether those rewards will
function as reinforcement and increase the
future probability of the response). In addi-
tion, the nontechnical term reward is used
to describe a preferred stimulus that is pre-
sented contingent on a response with the
goal of increasing the future occurrence of
that response. By contrast, the term positive
reinforcement is reserved for conditions in
which contingent presentation of a stimulus
actually produces an increase in the future
probability of the target response. Unfortu-
nately, most studies on the overjustification
effect have been conducted using between-
groups designs and arbitrarily determined re-
wards (Reitman, 1998), which do not allow
a proper evaluation of whether the stimuli
functioned as positive reinforcers (rather
than so-called rewards).

Several investigations have been conduct-
ed to evaluate the validity of the overjusti-
fication hypothesis and have produced
mixed results. Deci (1971), for example,
showed evidence of overjustification by com-
paring the puzzle completion of two groups
of participants. Following baseline observa-
tion, one group received a $1 reward for
puzzle completion and the other group did

not. For the reward group, puzzle comple-
tion decreased below the initial baseline level
following cessation of the reward contingen-
cy, whereas stable levels of completion were
observed for the control group. Greene and
Lepper (1974) compared levels of coloring
across three groups of children and found
that children who received a reward for col-
oring showed less interest in coloring once
the reward contingency was removed relative
to children who were never told that they
would receive a reward.

By contrast, Vasta and Stirpe (1979)
showed evidence that did not support the
overjustification hypothesis. First, baseline
data were collected on worksheet completion
for two groups of children. Following base-
line, token delivery was initiated with one
group. This resulted in an increase in the
target response; however, participants in the
experimental group returned to their initial
response levels during the reversal to base-
line. That is, no evidence of the overjustifi-
cation effect was obtained.

From a behavior-analytic perspective, the
overjustification effect might be conceptual-
ized as behavioral contrast (Balsam & Bon-
dy, 1983). Behavioral contrast involves an
interaction between two schedules in which
manipulation of one schedule produces an
inverse (or contrasting) change in the re-
sponse associated with the unchanged sched-
ule (e.g., introduction of extinction for Re-
sponse A not only decreases Response A but
also increases Response B). Behavioral con-
trast has been reported most frequently for
schedule interactions that occur during mul-
tiple and concurrent schedules (Catania,
1992; Reynolds, 1961), but contrast effects
can sometimes occur across successive phases
with a single response (Azrin & Holz, 1966).

The overjustification effect, when it oc-
curs, is an example of successive behavioral
contrast in which a schedule change in one
phase affects the level of a single response in
a subsequent phase. That is, during the ini-
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tial baseline, the target response is presum-
ably maintained by automatic reinforcement
(e.g., playing guitar 1 hr per day). Following
introduction of the external reward (e.g.,
payment for playing guitar), any increase in
responding (e.g., playing guitar 2 hr per day)
would be attributable to the reinforcement
effect of the reward. If withdrawal of the ex-
ternal reward decreases responding below the
levels in the initial baseline (e.g., playing gui-
tar 1 hr every 2 days), the difference in re-
sponding between the two baseline phases
(i.e., the one preceding and the one follow-
ing the reinforcement phase) would repre-
sent a contrast (or overjustification) effect.
Negative behavioral contrast has been de-
fined as response suppression for one rein-
forcer following prior exposure to a more fa-
vorable reinforcer (Mackintosh, 1974). In
the above example, the decrease in respond-
ing during the second baseline phase would
be attributable to the prior increase in rein-
forcement (i.e., automatic reinforcement
plus payment) and would represent negative
behavioral contrast. Interpreting overjustifi-
cation as negative behavioral contrast may be
a more parsimonious interpretation of the
effect, as opposed to cognitive perspectives,
because of the observability of the response
under question across successive phases. In
addition, interpreting the overjustification
effect as behavioral contrast may help to ex-
plain why prior research on this phenome-
non has produced such mixed results, in that
contrast effects tend to be transient and in-
consistent phenomena (Balsam & Bondy,
1983; Eisenberger & Cameron, 1996).

Although programmatic lines of research
often lead to scientific advances, in many
cases serendipitous findings may also lead to
new areas of research. Many of Skinner’s ear-
ly discoveries were the result of unplanned
findings in his laboratory. For example, the
production of an extinction curve was due
to equipment failure (i.e., a jam in the food
magazine), intermittent reinforcement sched-

ules were developed based on the need to
conserve food pellets, and the development
of the fixed-ratio schedule occurred within
the context of controlling for deprivation
under fixed-interval schedules (Skinner,
1956). In addition, many research programs
have been developed based on unexpected or
accidental findings in the laboratory (see
Brady, 1958). Unplanned results are impor-
tant to researchers because such findings of-
ten produce a line of ‘‘curiosity-testing’’ re-
search in which novel scientific findings are
obtained (Sidman, 1960).

In the current investigation, we describe a
case example in which a planned line of pro-
grammatic research (i.e., a single-case eval-
uation of the overjustification hypothesis)
produced unexpected results. Based on these
results, additional analyses were conducted
to evaluate the mechanisms underlying these
findings.

GENERAL METHOD

Participant and Setting
Arnold, a 14-year-old boy who had been

diagnosed with autism, cerebral palsy, mod-
erate mental retardation, and visual impair-
ments, had been admitted to an intensive
day-treatment program for the assessment
and treatment of self-injurious behavior
(head banging). He had a vocabulary of ap-
proximately 1,000 words and was able to
follow multiple-step instructions to com-
plete complex tasks (e.g., folding laundry,
operating a dishwasher) but required some
assistance with self-help skills (e.g., dressing,
ambulating long distances) due primarily to
his visual impairment. Throughout this in-
vestigation, Arnold received constant dos-
ages of fluvoxamine, divalproex, and olan-
zapine.

All sessions were conducted in a padded
room (approximately 4 m by 3 m) that con-
tained chairs, a table, and other stimuli (e.g.,
toys, work materials) needed for the condi-
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tion in effect. A therapist was present in the
room with Arnold across all conditions, and
one or two observers were seated in unob-
trusive locations in the room.

Response Measurement and Reliability

Observers collected data on sorting (in the
reward and time-out analyses), in-seat be-
havior (in the reinforcer assessment and the
reward analysis), and orienting behavior (in
the time-out analysis). Sorting was defined as
placing a piece of silverware in a plastic
utensil tray that was divided into different
spaces, each shaped like a particular type of
silverware (i.e., knife, fork, or spoon). Sort-
ing was scored only when Arnold placed a
piece of silverware in the correct space in the
tray. Sorting was identified as the target be-
havior based on reports from home and
school that this was a task that Arnold com-
pleted independently. In-seat behavior was
defined as contact of the buttocks to the seat
of a chair. Orienting behavior consisted of
responses that were necessary for an individ-
ual with visual impairments to locate the
task materials and included touching areas
of the table until the tray was located or
touching the various utensil spaces on the
tray. For the purpose of data analysis, sorting
was recorded as a frequency measure and was
converted to responses per minute. Dura-
tions of in-seat behavior and orienting be-
havior were converted to percentage of ses-
sion time by dividing the duration of the
behavior by the duration of the session (i.e.,
600 s of work time) and multiplying by
100%.

A second observer independently collect-
ed data on 46.3% of all sessions. Exact
agreement was calculated by comparing ob-
server agreement on the exact number (or
duration) of occurrences or nonoccurrences
of a response during each 10-s interval. The
agreement coefficient was computed by di-
viding the number of exact agreements on
the occurrence or nonoccurrence of behavior

by the number of agreements plus disagree-
ments and multiplying by 100%. Agreement
on sorting averaged 86.6% (range, 78.7% to
98.3%) in the reward analysis and 88.4%
(range, 81.9% to 92.6%) in the time-out
analysis. Agreement on in-seat behavior av-
eraged 96.8% (range, 90.3% to 100%) in
reward analysis and 98.9% (range, 96.8% to
100%) in the reinforcer assessment. Agree-
ment on orienting behavior averaged 88.1%
(range, 85.2% to 91.1%) in the time-out
analysis.

EXPERIMENT 1: REWARD ANALYSIS

Method

Preference assessment. A modified stimulus-
choice preference assessment was conducted
to identify a hierarchy of preferred stimuli
(Fisher et al., 1992; Paclawskyj & Vollmer,
1995). Stimuli included in this assessment
were based on informal observations of Ar-
nold’s interactions with various stimuli and
on caregiver report of preferred items (Fish-
er, Piazza, Bowman, & Amari, 1996). Eight
stimuli were included in the preference as-
sessment, and each stimulus was paired once
with every other stimulus in a random order.
At the beginning of each presentation, the
therapist (a) held a pair of stimuli in front
of Arnold, (b) vocally told Arnold which
item was located to the left and which was
to the right, (c) guided Arnold to touch and
interact with each item for approximately 5
s, and (d) said, ‘‘Pick one.’’ Contingent on
a selection, Arnold received access to the
item for 20 s. After the 20-s interval elapsed,
the stimulus was withdrawn, and two differ-
ent stimuli were presented in the same man-
ner. Simultaneous approaches toward both
stimuli were blocked, and the items were
briefly withdrawn and re-presented in the
manner described above.

Reward analysis. This analysis consisted of
two conditions, baseline and contingent re-
ward. During baseline, Arnold was seated at
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Figure 1. Sorting responses per minute during the reward analysis.

a table with a box of silverware located on
the floor to the left of his chair. A plastic
tray was located approximately 25 cm from
the edge of the table (the location was
marked by a piece of tape). Throughout the
session, Arnold was prompted to engage in
the target behavior (i.e., the therapist said
‘‘Arnold, sort the silverware’’) on a fixed-time
(FT) 60-s schedule. No differential conse-
quences were arranged for the emission of
the sorting response, and all other behavior
was ignored. In the contingent reward con-
dition, Arnold received 20-s access to the
two preferred stimuli (toy telephone and ra-
dio) for sorting silverware on a fixed-ratio
(FR) 1 schedule. When Arnold gained access
to the preferred stimuli, the tray and the box
of silverware were removed, and the pre-
ferred stimuli were placed on the table. After
the 20-s interval elapsed, the preferred stim-
uli were removed, the tray and the box of
silverware were returned to their initial po-
sitions, and Arnold could resume sorting.
With the exception of the presentation of
preferred stimuli, the contingent reward
condition was identical to the baseline con-
dition (i.e., silverware and tray were present,
prompts were delivered on an FT 60-s

schedule, and all other behavior was ig-
nored).

The baseline and contingent reward con-
ditions were alternated in a reversal (ABA-
BA) design. All sessions consisted of 10 min
of work time (i.e., the session clock stopped
during each 20-s interval in which preferred
stimuli were delivered).

Results and Discussion

Preference assessment. Two stimuli were
chosen on over 80% of presentations during
the stimulus-choice preference assessment. A
toy telephone was chosen on 100% of pre-
sentations and a radio was chosen on 86%
of presentations.

Reward analysis. This analysis was con-
ducted to determine if contingent presenta-
tion of preferred toys would increase the tar-
get response while the contingency was in
effect and then decrease this response below
its initial baseline levels once the contingen-
cy was withdrawn (i.e., would produce neg-
ative behavioral contrast or an overjustifica-
tion effect). Results of the reward analysis
are shown in Figure 1. The initial baseline
resulted in moderately high levels of sorting
(M 5 4.6 responses per minute). Contrary
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to expectations, contingent access to pre-
ferred toys actually decreased the rate of
sorting (M 5 3.5). A reversal to the baseline
condition showed that sorting increased to
levels that exceeded the initial baseline (M
5 6.1). Subsequent introduction of the toys
produced another decrease in sorting (M 5
3.6) that was followed by a recovery of in-
creased sorting rates in the second reversal
to the baseline condition (M 5 5.9). In
summary, contingent presentation of the
preferred toys decreased responding relative
to its initial baseline levels, and removal of
the contingency produced increased re-
sponse rates that exceeded initial baseline
levels.

Because the reward contingency decreased
responding while it was in effect and in-
creased responding above the initial baseline
levels after it was withdrawn (in direct op-
position to the prediction of the overjustifi-
cation hypothesis), subsequent analyses were
conducted to evaluate several potential ex-
planations of the observed effects of the con-
tingency. One potential explanation was that
contingent access to the preferred stimuli
functioned as punishment (time-out from
the automatic reinforcement produced by
sorting) because the delivery of the preferred
toys interrupted an even more preferred ac-
tivity (sorting the silverware). A second po-
tential explanation of the effects of the con-
tingency was that presentation of the pre-
ferred stimuli increased the complexity of
the task because the participant was visually
impaired and had to reorient to the sorting
materials after each delivery of the preferred
stimuli. To evaluate these possibilities, we
conducted an additional analysis. The sec-
ond (time-out) analysis was a direct test of
the effects of time-out from the sorting task,
while the duration of orienting behaviors
was measured (to determine whether the re-
ductions in sorting were attributable to the
increased complexity resulting from these
prerequisite responses). If time-out produced

reductions in silverware sorting similar to
those produced during the contingent re-
ward condition, it would strongly suggest
that contingent access to toys functioned as
punishment for silverware sorting and the
subsequent increases resulted from behavior-
al contrast. Alternatively, high levels of ori-
enting behavior in the time-out condition
would suggest that the results obtained in
the reward analysis were due to increased
task complexity.

EXPERIMENT 2: TIME-OUT ANALYSIS

Method
The baseline condition was identical to

the one conducted in the reward analysis
(i.e., silverware located to the left of the
chair, a tray present on the table, and
prompts delivered every 60 s). The time-out
condition was identical to baseline except
that the tray and box of silverware were re-
moved for 20 s contingent on the sorting
response on an FR 1 schedule. Thus, this
condition was similar to the contingent re-
ward condition of the reward analysis except
that the preferred stimuli were not delivered
following each sorting response. At the end
of the 20-s time-out, the therapist returned
the tray and box of silverware and Arnold
could resume sorting. All other responses
were ignored. The baseline and time-out
conditions were compared in a multielement
design. All sessions consisted of 10 min of
work time (i.e., the session clock stopped
during each 20-s time-out interval).

Results and Discussion
Results of the time-out analysis are pre-

sented in Figure 2. Rates of sorting (M 5
6.4 responses per minute) during baseline
were similar to the rates observed during the
last two baseline phases of the reward anal-
ysis. Lower rates of sorting were observed in
the time-out condition (M 5 3.4). This rate
is similar to the rates observed in the con-
tingent reward phases of the reward analysis.
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Figure 2. Sorting responses per minute during the
time-out analysis.

Given Arnold’s visual impairments, it was
possible that the lower rates observed during
the time-out condition could be due to ori-
enting responses that may have been needed
to reinitiate the sorting response after each
time-out interval (i.e., orienting the materi-
als prior to working). Thus, during the time-
out condition, observers collected data on
the time Arnold allocated to such orienting
responses. These data revealed that the dif-
ferences between the amount of time Arnold
allocated to orienting responses during base-
line (M 5 0.6 s per session) and the time-
out conditions (M 5 2.4 s per session) were
negligible and could not account for the ob-
served reductions in the sorting response.

Results of the time-out analysis suggested
that interruption of the ongoing sorting re-
sponse functioned as punishment and re-
duced the occurrence of sorting. Thus, it
was likely that the results obtained in the
reward analysis were attributable to the in-
terruption of the sorting response via the
contingent presentation of the preferred
toys. Also, results of the reward and time-
out analyses suggested that sorting was a
highly preferred response, which was possi-
bly more preferred than playing with the toy
telephone and radio. To examine this possi-
bility, a third analysis was conducted to eval-
uate the relative reinforcing efficacy of the

preferred toys when no alternative stimula-
tion was available and when Arnold had a
choice between the preferred toys and sort-
ing silverware.

EXPERIMENT 3: REINFORCER ASSESSMENTS

Method
A reinforcer assessment (based on Roane,

Vollmer, Ringdahl, & Marcus, 1998) was
conducted to evaluate the reinforcing effects
of the preferred stimuli when no alternative
stimulation was available (Phase 1) and
when Arnold had a choice between the pre-
ferred stimuli and the sorting response
(Phase 2). During each phase of the assess-
ment, two chairs were concurrently available
in the room. During Phase 1, sitting in one
chair produced continuous access to the toy
telephone and radio (the preferred stimuli
identified during the preference assessment),
whereas sitting in the other chair produced
no consequence (control chair). During
Phase 2, sitting in one chair produced con-
tinuous access to the toy telephone and ra-
dio, whereas sitting in the other chair pro-
duced continuous access to the sorting task.
Prior to each session, Arnold was guided to
sit in each chair, and he received the con-
sequence associated with that chair. At the
beginning of the session, Arnold was moved
1.5 m from the chairs, was told which chair
was located to his left and right, and was
prompted to select one of the chairs. After
5 min elapsed, the session clock was paused
and Arnold was guided to stand up and walk
to the starting area (i.e., 1.5 m from the
chairs). At this point the chairs and their
respective contingencies were reversed (e.g.,
the reinforcement chair became the control
chair and vice versa). Arnold was again
prompted to choose a chair, the session clock
resumed, and the session continued as de-
scribed above.

Results
Results of the reinforcer assessment are

shown in Figure 3. In Phase 1, when sitting
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Figure 3. Percentage of session time of in-seat behavior during reinforcer assessment.

in one chair produced continuous access to
the preferred toys and sitting in the other
chair produced no consequence, Arnold al-
located all of his responding toward the
chair associated with the toys (M 5 94.1%
of the session time) to the exclusion of the
control chair. By contrast, in Phase 2, when
one chair produced continuous access to
these same preferred toys but the other chair
produced continuous access to the sorting
task, Arnold allocated all of his responding
to the chair associated with the sorting ma-
terials (M 5 92.3% of the session time) to
the exclusion of the chair associated with
preferred stimuli. These results indicate that
the preferred toys functioned as reinforce-
ment for in-seat behavior when the alterna-
tive was no stimulation but not when the
alternative was engagement in the sorting
task. Arnold clearly preferred the sorting task
to the toys.

GENERAL DISCUSSION
In the current investigation, a young man

sorted silverware in the absence of external
reward delivery. This behavior met the def-
inition of intrinsically motivated behavior
described by Deci (1971). The overjustifi-
cation hypothesis states that levels of an in-

trinsically motivated behavior will decrease
to levels below the prereward baseline fol-
lowing cessation of the reward contingency.
Not only was this effect not evident in the
current investigation, but the results were di-
rectly opposite of the prediction of the ov-
erjustification hypothesis.

Results of the initial (reward) analysis re-
vealed what might be termed an antioverjus-
tification effect in that (a) contingent presen-
tation of high-preference stimuli resulted in
a decrease in responding relative to baseline
and (b) responding increased when the be-
havior no longer produced the external re-
ward. The unexpected results of the initial
analysis led to the development of additional
hypotheses that were evaluated through sub-
sequent analyses. These additional analyses
suggested that interruption of the sorting
task (via the removal of sorting materials)
functioned as punishment and that the sort-
ing task was a more preferred response rel-
ative to toy play.

Two operant mechanisms appear to pro-
vide the most parsimonious accounts for the
results observed in the current investigation.
Results of the reward and time-out analyses
suggest that decreased response levels were
attributable to the removal of the sorting
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materials, which interrupted the ongoing
sorting response. Contingent interruption of
automatically reinforced behavior has been
used to reduce the occurrence of such re-
sponses and has been reported as a punish-
ment effect (e.g., Barmann, Croyle-Bar-
mann, & McLain, 1980; Lerman & Iwata,
1996). Likewise, interruption of the sorting
task appeared to function as punishment.
The removal of the response manipulanda in
the reward and time-out analyses is similar
to the time-out procedures used in labora-
tory research. Ferster and Skinner (1957) de-
fined time-out as ‘‘any period of time during
which the organism is prevented from emit-
ting the behavior under observation’’ (p. 34).
Time-out periods frequently result in a de-
creased rate of responding (Ferster & Skin-
ner). In the current investigation, Arnold
could not emit the target response (sorting)
during the reward interval of the reward
analysis or during the time-out interval of
the time-out analysis because access to the
silverware and tray was restricted. Thus, it
appears that the decrease in behavior during
the contingent reward and time-out condi-
tions was due to punishment in the form of
time-out from the more preferred reinforcer
(the sorting task).

The second general effect observed in the
current investigation (i.e., increases in re-
sponding relative to the initial baseline) is
indicative of behavioral contrast. Specifically,
a contrast effect was noted in that respond-
ing increased following prior exposure to a
less preferred consequence (i.e., interrup-
tion). Recall that the overjustification hy-
pothesis may be interpreted as negative be-
havioral contrast (i.e., responding for one re-
inforcer decreases following exposure to a
more preferred reinforcer). By contrast, in
the current investigation the target behavior
decreased initially and increased in the sub-
sequent baseline phases.

Given that the behavior decreased during
the contingent reward and time-out condi-

tions, it is not appropriate to conceptualize
the current results as reinforcement contrast.
The current results appear to be more ac-
curately characterized as an example of pun-
ishment contrast (i.e., increase in responding
for a reinforcer following exposure to pun-
ishment). Ferster and Skinner (1957) found
higher rates of responding following a time-
out period relative to the levels of respond-
ing observed prior to the time-out. Similarly,
Azrin (1960) showed that responding fol-
lowing the cessation of a punishment con-
tingency increased to levels that exceeded
prepunishment baseline levels.

Although the mechanism underlying pun-
ishment contrast remains uncertain, it seems
that increases in responding following a pun-
ishment contingency may be related to de-
creased amounts of reinforcement during the
punishment phase. In other words, punish-
ment may create a deprivation state that re-
sults in an increase in responding in a sub-
sequent (nonpunishment) phase (Azrin &
Holz, 1966), an interpretation that is also
consistent with the response-deprivation hy-
pothesis (Timberlake & Allison, 1974; for
more in-depth reviews of this and other po-
tential explanations of punishment contrast,
see Azrin & Holz or Crosbie, Williams, Lat-
tal, Anderson, & Brown, 1997).

An alternative to the punishment contrast
explanation is that the decrease in the target
response observed during the contingent re-
ward and time-out conditions may have
been due to disrupted response momentum
(Nevin, 1996). Specifically, presentation of
the toys and removal of the sorting materials
may have functioned to disrupt the ongoing
high-probability sorting response, such that
response levels dropped relative to the non-
disrupted baseline. However, if the decrease
in the target response observed during the
contingent reward phase were due to dis-
rupted response momentum, one would not
expect responding to increase in the second
baseline to levels above those observed dur-
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ing the initial baseline. To the contrary, if
the response’s momentum were disrupted,
one would expect lower levels of responding
during the second baseline relative to the
first.

One potentially important aspect of the
current results is that they illustrate the rel-
ative nature of reinforcement, and of pun-
ishment for that matter (Herrnstein & Love-
land, 1975; Premack, 1971; Timberlake &
Allison, 1974). Typically, stimuli identified
as highly preferred in stimulus preference as-
sessments function as effective positive re-
inforcers (e.g., Fisher et al., 1992; Roane et
al., 1998). In the current investigation, con-
tingent access to the toy telephone and radio
(the items identified as highly preferred dur-
ing the preference assessment) did not func-
tion as reinforcement for the sorting re-
sponse during the reward analysis. Results of
the reinforcer assessment helped to explain
this finding by showing that these stimuli
(the toys) functioned as reinforcement (for
in-seat behavior) when the alternative was
sitting in a chair associated with no alter-
native reinforcement but not when the
choice was between the toys and the sorting
task.

In light of the results of the reinforcer as-
sessment, it is not surprising that a reinforce-
ment effect was not obtained in the reward
analysis. In fact, if the reinforcer assessment
had been conducted first, the results of the
reward analysis could have been predicted
using either the probability-differential hy-
pothesis (i.e., the Premack principle; Pre-
mack, 1959) or the response-deprivation hy-
pothesis (Timberlake & Allison, 1974). The
probability-differential hypothesis states that
a higher probability response will increase
the occurrence of a lower probability re-
sponse, if the contingency is arranged such
that the high-probability response is contin-
gent on the low-probability response. In the
current investigation, the probability-differ-
ential hypothesis would predict that contin-

gent access to the toys would function as
punishment for the sorting response because
a lower probability response was presented
contingent on a higher probability response
(Premack, 1971). The response-deprivation
hypothesis states that restricting a response
below its free-operant baseline probability
will establish its effectiveness as reinforce-
ment for another response. Response depri-
vation would predict the absence of a rein-
forcement effect (but not necessarily a pun-
ishment effect), because playing with the
toys did not occur when this response and
the sorting response were concurrently avail-
able. Under this condition, it was not pos-
sible to produce response deprivation for toy
play (which would be necessary to establish
its effectiveness as reinforcement according
to response-deprivation theory) because the
initial probability of toy play was zero (see
Konarski, Johnson, Crowell, & Whitman,
1980, for a more complete discussion of the
convergent and divergent predictions of the
Premack principle and the response-depri-
vation hypothesis).

Future research should consider the rela-
tivity of reinforcement when designing be-
havioral interventions. Specifically, research-
ers should consider conducting concurrent
arrangements of potential instrumental (e.g.,
tasks) and contingent (e.g., preferred stim-
uli) responses in conjunction with either the
Premack principle or the response-depriva-
tion hypothesis to help to ensure that a re-
inforcement contingency will be arranged
appropriately.

Additional research should also be direct-
ed at extending initial unexpected or nega-
tive findings by examining the factors that
contribute to such results (e.g., Piazza, Fish-
er, Hanley, Hilker, & Derby, 1996; Ring-
dahl, Vollmer, Marcus, & Roane, 1997). In
the current investigation, the reward analysis
failed to yield the anticipated results. That
is, the original purpose of our analysis was
to conduct a single-case evaluation of the ov-
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erjustification effect using empirically de-
rived preferred stimuli. From this perspec-
tive, the initial results could be interpreted
as a failure. However, the negative results of
the reward analysis led to further experimen-
tation designed to address additional hy-
potheses. These additional analyses allowed
us pursue other research questions (i.e.,
through discovery research; Skinner, 1956).

Future research should also continue to
evaluate the overjustification hypothesis us-
ing single-case designs and methods appro-
priate to the evaluation of contrast effects
(Crosbie et al., 1997). In addition, investi-
gators should examine the effects of various
types of contrast effects on behavioral inter-
ventions. As with other operant principles,
contrast mechanisms may vary in terms of
their effect on subsequent behavior (i.e., in-
crease or decrease) and the conditions under
which they occur (i.e., simultaneous or suc-
cessive schedules; Mackintosh, 1974). In ad-
dition, contrast effects are generally consid-
ered to be transient phenomena in that re-
sponse rates generally return to baseline lev-
els over time (Azrin & Holz, 1966). Finally,
future research could help to determine
whether the overjustification effect repre-
sents an example of a transient negative con-
trast, which may add perspective regarding
the importance of the phenomenon.
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STUDY QUESTIONS

1. What is the overjustification hypothesis? Provide an example that illustrates the predictions
of this hypothesis.

2. Briefly describe the procedures used in the reward analysis (Experiment 1) and the results
that were obtained.

3. What was the purpose of the time-out analysis in Experiment 2? How was the time-out
condition similar to and different from the contingent reward condition of the reward
analysis conducted in Experiment 1?

4. What were the results of the time-out analysis, and what do they suggest about the results
obtained in the reward analysis?

5. What was the purpose of collecting data on orienting responses during the time-out analysis,
and what did these data reveal?

6. Briefly describe the procedures used to assess the reinforcing effects of preferred stimuli in
Experiment 3.

7. What were the results of the reinforcer assessment in Experiment 3? How do these results
aid in the interpretation of the reward analysis results in Experiment 1?

8. Given the results obtained in the reinforcer assessment (Experiment 3), what additional
manipulations might have been undertaken to evaluate the overjustification effect with this
participant?

Questions prepared by Claudia Dozier and Carrie Dempsey, The University of Florida


